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A 12-bit 1.25 MS/s Area-Efficient Radix-Value Self-Estimated
Non-Binary Cyclic ADC with Relaxed Requirements on

Analog Components

Hao SAN'Y, Member, Rompei SUGAWARA ', Nonmember, Masao HOTTA', Fellow,

SUMMARY A 12-bit 1.25MS/s cyclic analog-to-digital converter
(ADC) is designed and fabricated in 90 nm CMOS technology, and only
occupies an active area as small as 0.037 mm?2. The proposed ADC is com-
posed of a non-binary AD convertion stage, and a on-chip non-binary-to-
binary digital block includes a built-in radix-value self-estimation scheme.
Therefore, althouh a non-binary convertion architechture is adopted, the
proposed ADC is the same as other stand-alone binary ADCs. The redun-
dancy of non-binary 1-bit/step architecture relaxes the accuracy require-
ment on analog components of ADC. As a result, the implementation of
analog circuits such as amplifier and comparator becomes simple, and high-
density Metal-Oxide-Metal (MOM) capacitors can be used to achieve a
small chip area. Furthermore, the novel radix-value self-estimation tech-
nique can be realized by only simple logic circuits without any extra analog
input, so that the total active area of ADC is dramatically reduced. The pro-
totype ADC achieves a measured peak signal-to-noise-and-distortion-ratio
(SNDR) of 62.3dB using a poor DC gain amplifier as low as 45dB and
MOM capacitors without any careful layout techniques to improve the ca-
pacitor matching. The proposed ADC dissipated 490 uW in analog circuits
at 1.4V power supply and 1.25 Msps (20 MHz clocking). The measured
DNL is +0.94/ — 0.71LSB and INL is +1.9/ — 1.2LSB at 30 kHz sinu-
soidal input.

key words: cyclic ADC, non-binary ADC, radix-value estimation algo-
rithm, B-expansion, multiply-by-3 MDAC.

1. Introduction

SAR ADCs have been recommended as the most power-
efficient architecture for the low-voltage energy-hungry ap-
plications [1]. However, the input capacitors in high-
resolution SAR ADCs require large size to satisfy the mis-
match requirement. Since some additional high driving ca-
pability circuits should be provided to charge the large ca-
pacitors, the SAR ADCs might lead to more power con-
sumption. Moreover, in the cases of applications which re-
quire multiple channel ADCs integrated in a single chip, the
area efficiency would be a much more important concern
[2]. Because the large capacitors need more silicon areas,
the active area of high-resolution SAR ADC becomes sig-
nificantly larger than other ADC architectures. To resolve
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the design issues as described above, this paper presents
an area-efficieny cyclic ADC which integrates a compact
analog part for non-binary A-to-D conversion and a sim-
ple digital part for non-binary to binary encoding with self-
estimated radix-value [3]. In our previous work, we have
proposed an analog to non-binary digital converter structure
with radix-value estimation algorithm, and demonstrated the
analog area efficiency of non-binary architecture [4], [5].
In this work, we propose the implementation circuit for
radix-value self-estimation and binary-to-non-binary encod-
ing with simple logic circuits and a loo-up-table (LUT). We
also give the details and design consideration points for the
implementation of LUT. As a result, the proposed ADC can
work as a standalone binary ADC although an internal non-
binary architecture is provided.

The redundancy of non-binary ADC tolerates the non-
linear conversion errors caused by the offsets of comparator
and/or amplifier, so that a simple 1-bit (not 1.5-bit or multi-
bit) multiplying digital-to-analog converter (MDAC) archi-
tecture can be used for the analog part of the proposed ADC.
It consists of only one comparator, one amplifier and small
area capacitors. A 1.5bit MDAC conversion stage architec-
ture for binary ADC can also tolerate the offsets of compara-
tor and/or amplifier [6], however, well matched capacitor ra-
tio and high gain amplifier are necessary to realize required
linearity for a high resolution ADC. On the other hand, in a
non-binary ADC, because the nonlinear errors which come
from the mismatches of capacitors and finite DC gain of am-
plifier are totally corrected by the proposed on-chip radix-
value self-estimation scheme in the digital domain, circuit
design consideration only put on the thermal noise require-
ment, regardless of the capacitors mismatch and the finite
gain of amplifier. Therefore, the analog part is realized in
a small area by using high-density MOM capacitors and
a compact poor gain amplifier without any careful layout
techniques to improve the matching. Although some digi-
tal calibration techniques have been so far reported to relax
the accuracy requirements on the analog elements in ADCs
[11, [7], the algorithms and their realization circuits are still
complex and the extra analog input is required, so that cali-
bration time is too long to be used effectively. On the other
hand, our proposed radix-value self-estimation scheme is re-
alized efficiently by simple digital circuits without any extra
analog input. Consequently, not only the analog area but
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also the digital area of ADC can be reduced effectually. We
achieved the most area-efficient prototype ADC compared
to so far reported ADCs with similar resolutions.

2. Proposed Cyclic ADC Architecture

Figure 1 shows a block diagram of the proposed cyclic
ADC. It consists of an analog part as a front-end and a dig-
ital part as a back-end. The analog part converts the analog
input signal V;, to digital codes b; with a non-binary radix.
The digital part covers the radix-value self-estimation and
non-binary to binary encoding.

2.1 Front-End Analog Circuit Structure

In order to minimize the analog area, a simple 1-bit struc-
ture is chosen for the front-end A-to-D conversion stage.
As shown in Fig.2, the analog part contains a 1-bit sub-
ADC (comparator), a 1-bit DAC, an analog subtractor, and a
multiply-by-radix (radix=8, 1<8<2) amplifier. This conver-
sion stage is similar to a conventional binary structure with
MDAC [6]; however, a multiply-by-g amplifier is used in-
stead of a multiply-by-2 amplifier; simultaneously, the DAC
output is scaled by -1. This stage resolves one bit per con-
version and feeds back the residual signal to the input node
for the next conversion step. The residue is converted incre-
mentally to perform a high-resolution conversion.

Figure 3 shows the simplified switched-capacitor con-
figuration of this conversion stage in a single-end scheme
(the actual design is a fully differential structure); and Fig. 4
illustrates the operation of the multiply-by-S amplifier. Dur-
ing the sampling phase shown in Fig. 4(a), the analog input
Vin is sampled by the capacitors C and Cy. During the am-
plifying phase shown in Fig.4(b), C is connected to the
output of the amplifier V,.,, and C; is connected to the ref-
erence voltage of +V,.r or —V,.r, depending on the output
code of sub-ADC b;. Assuming that the amplifier DC gain
is Ag=co, while (C;+Cy)/C¢=p, the residue is expressed as
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Fig.4  Switched-capacitor multiply-by-3 amplifier. (a) Sampling phase.
(b) Amplifying phase.
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When the amplifier DC gain Ay is finite, the residue of the
conversion stage is represented as

3 f“AO (BVin £ (B = D)Viey)

= ﬁeffvin + (ﬂeff - 1)thef- (2)

Here, B.rr = kB = k(C;+Cy)/Cy, h = k(B-1)/(kB-1), and k
= Ao/(B+Ap). Figure 5 shows the transfer characteristic of
the conversion stage. Since radix 8<2, the redundancy of
this non-binary conversion stage tolerates the offsets caused
by comparator and amplifier. Equations (1) and (2) show
that multiply-by-radix amplification can be realized only by
changing the capacitors ratio of the conventional MDAC in
binary ADC [6]. However, the mismatch of capacitors and
degradation of amplifier DC gain cause random radix-value
variation. In order to guarantee the linearity of the ADC,
non-binary to binary encoding should be performed by using

Vies =
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Fig.5  Transfer characteristic of the non-binary conversion stage.

an exact effective radix-value of B.rr. As explained later, in
this prototype non-binary ADC, neither accurately matched
capacitor nor high-gain amplifier is required because the un-
certain radix-value can be estimated by on-chip logic cir-
cuits. We just use this simple 1 bit multiply-by-radix struc-
ture to get the non-binary digital output code and amplify
the residue for the next conversion step with the minimum
analog circuits [5].

2.2 Back-End Digital Circuit Structure

The back-end digital part executes two main functions: one
is the radix-value self-estimation, and the other is non-
binary to binary encoding. In our implementation, the ana-
log part outputs a 16-bit serial digital code b, for each con-
version. Then, by is converted to parallel 16-bit non-binary
code B; and 12-bit binary code Dy corresponding to the
analog input as follows:

12

16
Vin 1 1
=B~ 7BL= 3Dy 3
Vs B )L:1'8L L 243% N (3)

=1

According to Eq.(3), two problems must be resolved to
guarantee the linearity of this non-binary ADC. First, non-
binary to binary encoding must be performed using an exact
radix-value. However, the radix-value is uncertain due to
the variation of circuit components, supply voltage and am-
bient temperature. Second, because the radix-value is not
an integer, the complex multiplication and summation are
required to obtain the actual binary code corresponding to
the input signal. Therefore, the calculation circuits become
complicated, and this factor leads to a more chip area and
more power consumption. The proposed digital part shown
in Fig. 6 consists of a serial-to-parallel circuit, a radix-value
estimation block, a non-binary to binary conversion block
and a read-only-memory (ROM) block. The ROM is filled
with pre-calculated binary data, and used as a look-up ta-
ble (LUT) for radix-value estimation and encoding. It is
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Fig.6  Block diagram of digital part of the non-binary cyclic ADC.

Table1 Binary data in ROM.
Addr_r 00 01 s OE OF
Addrc [Radix=g | (B-1))8_| (B-1)/B’ B-DB= | B-1p"
00 1.7869 | M[0000] | M[0001] M[000E] | M[OOOF]
01 1.7878 | M[0100] | M[0201] M[010E] | M[O10F]
02 1.7887 | M[0200] | M[0201] M[020E] | M[020F]

. 1F#% 1 M[xx00] | M[xxO1] | ---
TE 1.8991 | M[7E00] | M[7EO1] | ---
7F 1.9000 | M[7FO00] | M[7FO1] | ---

M[xx0E] | M[xxO0F]
MI7EQE] | M[7EOQE]
MI[7F0OE] | M[7EOF]

employed to simplify the calculation, and to minimize the
digital area. As shown in Table 1, we calculated the binary
data M[xxxx] as coefficients for (8 — 1)/8F (L =1, 2, 3, ...,
15, 16) with the different radix-value in advance and stored
the calculation results into the ROM. By recalling the pre-
calculated binary data corresponding to the non-binary code
in the ROM, the encoding can be completed only by ROM
and adder circuits without any multiplier. All calculations
for the radix-value estimation and non-binary to binary con-
version are carried out by using this LUT.

2.3 ROM Size Optimization

ROM occupies the dominant circuit area in the digital part.
As shown in Table 1, since ROM size is proportional to
the row numbers (bit numbers of non-binary code, L), the
column numbers (radix-value variation steps, S) and the bit
length of the stored binary data (bit numbers of M[xxxx],
K), we must optimize the design parameters L, S and K to
minimize the ROM area. Because the quantization error of
L-bit non-binary ADC should be less than that of the re-
quired N-bit binary ADC, then we have

1 1 N -1 -1
—_— <= > L>—Og2(ﬁ ). 4)

B-np- 2¥ log, B
While 1.5<6<2, the minimum value of log,(8—1) is —1. For
a 12-bit ADC, we get L>(12+1)/log, 8. In our implemen-
tation, the capacitor ratio is designed as (C; + Cf)/Cy =
1.9, and the low DC gain amplifier with 45 dB is used, then
the theoretical effective radix-value of 1.8799 is obtained by
Eq. (2). Assuming the capacitor ratio mismatch is less than
+1%, and the variation of the finite amplifier DC gain is
from 31 dB to 46 dB, the radix-value variation range from
1.7869 to 1.9000 is needed. Then, the non-binary bit num-
ber is given by L>(12+1)/log, 1.7869 = 15.52. Therefore,
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L=16-bit non-binary code is used to satisfy the required res-
olution of 12-bit binary ADC. In order to determine the pa-
rameter K or the bit length of stored binary data in ROM,
we consider the truncation error in the non-binary to binary
encoding with a non-integer radix-value. This truncation er-
ror also should be less than the quantization error of binary
ADC, then we have

2£KS2LN = K2>N+log, L. 5)
While N=12 and L=16, we determine the bit length of bi-
nary data in ROM as K=16. In order to determine the
radix-value variation steps S in ROM, we would consider the
trade-offs of the ADC resolution, the radix-value estimation
error and the chip area. High accurate radix-value variation
steps are desired for high-resolution conversion. However,
a high accurate radix-value leads to more ROM size and a
large chip area. We made the MATLAB simulation to clar-
ify the relationship between SNDR of binary ADC and the
radix-value estimation error of non-binary code. Figure 7
shows the simulation results of SNDR against the radix-
value estimation error for 12-bit binary ADC. In our sim-
ulation, variated radix-values are used for non-binary-to-
binary encoding. SNDR values are calculated with binary
output code of ADC. According to this simulation results,
we recognized that the radix-value estimation error should
be less than 0.05% to satisfy required accuracy for a 12 bit
resolution ADC. In this implementation, the requirement for
the radix-value error less than 0.05% is achieved by divid-
ing radix-value variation range from 1.7869 to 1.9000 into
S=128 steps which means that the column address (Addr_c)
is represented by 7 bit. According to the above discussions,
the total ROM size is determined as 16 x 16 x 128 = 32768
bits.

2.4 Radix-Value Self-Estimation Circuits
The key point of the above non-binary to binary encoding is

to use an exact radix-value. We proposed radix-value self-
estimation circuits to obtain the effective radix-value simply
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with the utilization of redundancy in a non-binary ADC. As
shown in Fig. 5, while we short the differential input nodes
of the ADC (that means the input signal V;, is fixed to the
analog common level of V¢yy) and run A-to-D conversion,
then we can obtain two digital codes as follows:

Brmo = [0, boy, ..., bon-1,bor] (b1 = 0), (6)
Bt = [1,b12, ... bin-1,b11] (b11 = 1), @)

which correspond to the residue signals of V., and V.
in Fig. 5, respectively. Here, By, and By,,; are obtained by
holding MSB to 0 and 1, respectively. In a non-binary ADC,
redundant digital codes By, and By, represent the same
analog input despite the offset voltage of the comparator.
Because ONE analog input of V;,, can be expressed by TWO
digital codes as

L L
Brmo = Bym = Zﬁl_lbOn = Zﬁl_lblz, ®)
=1 =

then the solution of 8 in Eq.(8) gives the effective radix-
value of the non-binary ADC. For example, V., and V.
are converted to 5-bit digital codes as follows:

Vieso(Analog) © Bpuo(Digital) = [0,1,1,1,0],
V,esi(Analog) © By, (Digital) = [1,0,0,0, 1].

When By, and By, are substituted into Eq. (8), we obtain
Biwo = B = B>+ +B' = + . ©)

The solution of S in Eq. (9) is f=1.772. This result implies
that an unknown value of 8 (as the same of the radix-value
of the ADC) can be calculated from the above digital codes
of B, and Bp,,;. To avoid complex calculation which re-
solves a high-order equation of 8 from Eq. (8), we proposed
an efficient method using the difference between the two
digital codes of By,,0 and Bp,,0. The difference between the
digital codes of By,,0 and By,,o can be expressed as

N
eB) =" B (bon = bin). (10)

n=1

According to our simulation results, e(8) is a monotone
function of S in the range of 1.5<8<2. Therefore, sweeping
the B-value, the effective radix-value can be obtained when
le(B)| is nearest to 0.

This radix-value estimation is realized easily by chang-
ing the column addresses of the ROM in the binary search
manner to change the S-value. To avoid the radix-value es-
timation error caused by random noise, the radix-value is
searched 32 times and averaged by on-chip circuits to guar-
antee the radix-value estimation error is less than 0.05% (as
shown in Fig.7) for 12-bit resolution ADC. Therefore, the
nonlinear errors caused by capacitor mismatch and the fi-
nite gain of the amplifier can be entirely resolved while non-
binary encoding is realized with the self-estimated effective
radix-value. This foreground radix-value self-estimation
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technique is effective to avoid the influences of the varia-
tion of the process, supply voltage, and temperature. As a
result, the accuracy requirements on analog components of
the proposed ADC can be greatly relaxed. When the differ-
ential input nodes of the ADC are shorted, the both nodes
are connected to the analog common level in the estima-
tion process. All of the above operations can be controlled
by simple logic circuits, and the radix-value self-estimation
can be carried out when we switch on this function. In our
implementation, the digital part which includes ROM, clock
generator, calculator and control logic are realized by only
7k gates (in terms on NAND gate).

3. Implementation and Experimental Results

The proposed cyclic ADC was designed and fabricated with
TSMC 90nm CMOS technology without any option such as
precision capacitors and low-threshold voltage transistors.
Bootstrapped switches are used at the input of the ADC to
reduce the nonlinear effect of ON-resistance [6], whereas
all the others are CMOS switches. A latched comparator
without any offset cancellation is used as the sub-ADC. A
single-stage folded-cascode amplifier is used, and the simu-
lated result of the DC gain is 45 dB while the analog supply
voltage is 1.4 V. Since we aim to prove the validity of area-
efficiency with the proposed architecture and radix-value
self-estimation technique, we do not optimize the compara-
tor and amplifier for the low power consumption.

The capacitors in the MDAC were chosen as C;=270 fF
and C;=300fF to satisfy the required thermal noise for
12-bit resolution. As a result, the nominal radix-value of
non-binary ADC is approximately 1.90. Since the radix-
value self-estimation technique tolerates radix-value varia-
tions caused by capacitor mismatch, the capacitor ratio of
C,/Cy is laid out only by the simple area ratio of two capaci-
tors without unit-capacitor cell and dummy capacitors. High
density MOM capacitors were used to reduced the chip area,
and any special layout techniques are not employed to im-
prove capacitor matching. The attention paid only to keep-
ing the sensitive signals away from the noisy digital signal
paths. Since the on-chip LUT is used for radix-value es-
timation and non-binary to binary encoding, different from
the non-volatile memory used for complexible signal pro-
cessing system, the ROM in our implementation is realized
by the wired logic with single transistor switch. Radix-value
estimation logic and ROM are synthesized with VHDL and
implemented by automatic layout using standard cell. Fig-
ure 8 shows a microphotograph of the experimental proto-
type and the layout of the ADC. The active core size of the
ADC is 0.037mm?2, which includes 114x58 ym? for the ana-
log part and 207x145 um? for the digital part.

Figure 9 shows the measured output power spectrum
of the ADC. The peak SNDR is 62.25dB while a sinu-
soid differential input of 30.2kHz with 1.0 Vpp is sam-
pled at 1.25MS/s. The total power consumption of pro-
totype ADC is 1.38mW of which 0.49 mW for analog,
0.28 mW for digital and 0.61 mW for bias circuits. Figure 10
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Fig.10  Measured DNL and INL of cyclic ADC.

shows that the measured DNL is +0.94/-0.71LSB, and
INL is +1.9/—1.2 LSB. These experimental results show that
our proposed architecture and radix-value self-estimation
scheme make it easy to design high-resolution ADCs using
the relaxed-accuracy analog components and simple logic
circuits. The performance of the proposed ADC is summa-
rized in Table 2 in comparison with the previous works. The
proposed ADC occupies a small area as 0.037 mm?, which
is the smallest area compared with the similar resolution
ADCs.
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Table 2 Performance comparison.
Publication [8] [9] [10] [11] [12] [13] [14] [15] This work
Technology(L,nm) 130 180 90 110 180 65 65 65 90
Area (mm?) 0.5 1.43 0.097 0.079 1.98 0.26 0.55 0.073 0.037
Area(mm?)/L(nm)> 3.0E-05 4.4E-05 | 1.2E-05| 6.5E-06 | 6.1E-05 | 6.2E-05 | 1.3E-04 | 1.7E-05 4.6E-06
Area Ratio 6.48 9.66 2.62 1.43 13.38 13.47 28.50 3.78 1.00
Architecture Pipeline(TDC) | Pipeline SAR SAR Pipeline | Pipeline | SAR SAR Cyclic
Supply Voltage(V) 1.3 1.6 1.2 0.9 1.2 1 1.2 1.1 1.4
Sampling Rate (MS/s) 70 60 50 1 20 200 80 95 1.25
Resolution (bits) 11 14 N/A 12 15 N/A 14 11 12
SNDR(dB) 69.3 76.9 71 68.3 75.9 65 71.3 63.1 62.3
ENOB (bit) 11.2 12.5 11.5 11.05 12.3 10.5 11.55 10.2 10.5
DNL (LSB) 0.71/-0.78 0.53/-0.51 | N/A |0.28/-0.29 | N/A 1 0.4/-0.4 | 0.70/-0.84 | 0.94/-0.71
INL (LSB) 0.53/-0.79 0.57/-0.60 | N/A | 0.55/-0.42| N/A 1.25 1.3/-1.3 { 0.79/-0.84 | 1.90/-1.20
Power(mW) 6.38 67.8 4.2 0.024 2.96 11.5 31.1 1.36 0.8
FoM(f]/conv.step) 38.2 197.6 28.7 11.7 29 39.7 129.5 22 370.2
[4] R. Suzuki, T. Maruyama, H. San, K. Aihara, and M. Hotta, “Ro-
4. Conclusion bust cyclic ADC architecture based on B-expansion,” IEICE Trans.
Electron., vol.E96-C, no.4, pp.553-559, April 2013.
We have designed and fabricated a non-binary cyclic ADC [5] R. Sugawara, H. San, K. Aihara, and M. Hotta, “Experimental im-
. . . . . plementation of non-binary cyclic ADCs with radix value estimation
with a radix-value self-estimation scheme in 90 nm CMOS algorithm.” TEICE Trans. Electron., vol.E97-C, no.4, pp.308-315,
technology. The redundancy of the proposed ADC toler- April 2014.
ates the conversion errors caused by relaxed-accuracy de- [6] AM. Abo and PR. Gray, “A 1.5-V, 10-bit, 14.3-MS/s CMOS
vices and circuit components so that the circuit design can pipeline analog-to-digital converter,” IEEE J. Solid-State Circuits,
be greatly simplified. Measurement results demonstrate the vol.34, no.3, pp.599-606, May 1999. L
validity of the proposed ADC architecture and the effective- [7] A.N. Karanicolas, H.-S. Lee, and K.L. Barcra[,l,m’ A 15D 1-
. R . Msample/s digitally self-calibrated pipeline ADC.” IEEE J. Solid-
ness of the proposed radix-value self-estimation scheme. State Circuits, vol.28, no.12, pp.1207—1215, Dec. 1993.
[8] T. Oh, H. Venkatram, and U. Moon, “A time-based pipelined ADC
Acknowledgment using both voltage and time domain information,” IEEE J. Solid-
State Circuits, vol.49, no.4, pp.961-971, April 2014.
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